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Abstract

The amount of medical digital images that aredpoed in hospitals is increasing incredibly so, nkeed
for systems that can provide efficient segmentatind retrieval of images of particular interesbé&oming very
high. Image segmentation partitions an image iio overlapping regions, which ideally should be niegful for
a certain purpose. In recent years, many image seigtion algorithms have been developed, but theyoien
very complex and some undesired results occur é&ettyi In this paper, we present an effective cafoage
segmentation approach based on pixel classificatitnmodified least squares support vector mackir® SVM).
In this technique, firstly the images are segmenisihg proposed LS-SVM approach and then its resade
compared with performance matrices. This image sagation not only can fully take advantage of theal
information of color image, but also the ability &fS-SVM classifier and removes the problem of over
segmentation. Experimental evidence shows thaptbposed method has very effective segmentatiantseand
computational behavior, and decreases the timeeases the quality of color image segmentationaimiinates
the problem of over segmentation in comparison Withstate-of-the-art segmentation methods recentigosed in

the literature.
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Introduction

When humans look at a scene with their
eyes, the visual system in the brain is ablsegment
a complex scene in an instant, into a simple scene
containing a collection of objects. It is essdhtizhe
process of subdividing an image into basic partd an
extracting these parts of interest, which are thgais.
Therefore image segmentation is one of the fundéaten
in computer vision; and it represents the firstpsie
image analysis and pattern recognition. It is oh¢he
most difficult tasks in image processing, because i
determines the quality of the final result of as#y
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Fig.1. Image segmentation basic operation

Medical imaging is a technique which is used to
create images of the human body for clinical andios
purposes such as medical procedures seeking talreve
diagnose, or examine disease [11]. The processing o
medical image data is playing an increasingly intgoatr
role. With medical imaging techniques such as X;Ray
computer tomography (CT scan), magnetic resonance
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imaging (MRI), and ultrasound, the amount of digita
images that are produced in hospitals is increasing
incredibly. So the need for systems that can peovid
efficient retrieval of images of particular interes
becoming very high. Unfortunately, only very few
medical image retrieval systems are currently used
clinical routine. Image segmentation process isy ver
necessary to perform before image retrieval saiit loe
easily stored in and retrieved from the database.

Image segmentation is often required as a
preliminary and indispensable stage in the computer
aided medical image process, object localizaticata d
compression etc [13]. The goal of image segmemtasio
to cluster pixels into salient image regions, iregions
corresponding to individual surfaces, objects, atural
parts of objects. Segmentation could be used fggcob
recognition, occlusion boundary estimation within
motion or stereo systems, image compression, image
editing, or image database look-up. We consideiobot
up image segmentation. That is, we ignore (top down
contributions from object recognition in the segtation
process. For input we primarily consider image
brightness, although similar techniques can be ustd
color, motion, and/or stereo disparity informatidihis is
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typically used to identify objects or other relevan
information in digital images.

In this section, we first briefly review previous
works which are directly related to our work. These
related works include various methods used for enag
segmentation. Image segmentation is a process of
dividing an image into different regions such teath
region is nearly homogeneous, whereas the unianyf
two regions is not [1]. There are various methodhéctv
are used in segmentation for medical digital images

Histogram thresholding-based methods such
as Otsu’s method: In histogram thresholding method
[14-15] operation of converting a multilevel imaigéo a
binary image is performed, where it assigns theesaif
0 (background) or 1 (objects or foreground) to eaizkl
of a medical digital image based on a comparisah wi
some threshold value T (intensity or color valudhe T
is constant, the approach is called global threshgl
otherwise, it is called local thresholding. Global
thresholding methods can fail when the background
illumination is uneven so to compensate for thisuem
illumination we can use multiple thresholds and the
threshold selection is typically done interactivelyhese
methods are popular due to their simplicity and
efficiency. However problems in this method aret tha
traditional histogram-based thresholding algorithms
cannot process images whose histograms are nearly
unimodal, especially when the target region is much
smaller than the background area.

Edge detection-based method€dge detection
[16] method is widely used to the problems of matic
image segmentation. These methods locate the pdixels
the image that correspond to the edges of the sgeen
in the image and the result is a binary image \tlih
detected edge pixels. Common algorithms used are
Sobel, Prewitt and Laplacian operators. These iigos
are suitable for images that are simple and nose-f
But it does not work well when images have manyesdg
and noise, and unable to easily identify a closgatec or
boundary

Clustering methods, such as K-means
Clustering method [17-18] is a process in whichatad
set or say pixels are replaced by cluster; pixelsy m
belong together because of the same color, textae
There are two natural algorithms for clusteringriglive
clustering and agglomerative clustering.

Using these two methods directly is that there
are lots of pixels in an image which is difficuAn
alternative approach can be used is to first wate
objective function and then build an algorithm. TiKe
means and fuzzy c-means algorithms are the iterativ
techniques that are used to partition an image kito
clusters, where each pixel in the image is assigng¢de
cluster that minimizes the variance between thel@rd
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the cluster center and is based on pixel colognisity,
texture, and location, or a weighted combinatiothefse
factors. These algorithms may not return the ogtima
solution. The quality of the solution depends oe th
initial set of clusters and the value of K. Over-
segmentation and feature extraction are the prabiem
clustering methods.

Graph-based methods Graph based methods
[20] uses a graph in which the nodes represerinibge
pixels and arcs represent the neighboring pixelee T
segmentation is achieved by minimizing the weidtatt t
cut a graph into sub-graphs. Generally it sufferamf
high computationally complexity.

Region-based methods In region-based
segmentation [21] it uses image characteristicen&p
individual pixels in an input image and change vitik
sets of pixels called regions that might corresptmen
object or a meaningful part. The various technicaes
Local techniques, Global techniques and Splittimgl a
merging techniques. If the image is sufficientlynple,
simple local techniques can be effective. Ovengent
criteria create fragmentation lenient ones overlook
blurred boundaries and over-merge.

These algorithms are not generally applicable to
all images and particular applications require eadht
algorithms so, different techniques can be used for
segmentation like LS-SVM, LBP etc. These techniques
are used for medical digital image segmentatiomgusi
low level features such as color and texture festare
discussed in this paper by using modified LSSVM.

LS-SVM: In this, we first present the details of
Earlier LS-SVM. It is an effective color image
segmentation approach based on pixel classificatitin
least square support vector machine. In this amgbroa
following steps [1] are involved as explained ireth
figurel given below.

Firstly, the pixel-level color feature,
Homogeneity, is extracted in consideration of local
human visual sensitivity for color pattern variatiin
HSV color space.

Secondly, the image pixel's texture features,
Maximum local energy, Maximum gradient, and
Maximum second moment matrix, are represented via
Gabor filter.

Then, both the pixel level color feature and
texture feature are used as input of LS-SVM model
(classifier) and the LS-SVM model (classifier) iaitied
by selecting the training samples with Arimoto epyr
thresholding.

Finally, the color image is segmented with the
trained LS-SVM model (classifier). This image
segmentation not only can fully take advantagehef t
local information of color image, but also the apilbof
LS-SVM classifier.
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The LS-SVM considers equality type constraintsaast
of inequalities as in the classic SVM approach.sThi
reformulation greatly simplifies a problem suchtttize
LS-SVM solution can be follows directly from solgra
set of linear equations rather than from a convex
quadratic program. For a LS-SVM classifier, in the
primal space it takes the form

y (x) = sign (& + b)
Where b is a real constant.

Because LS-SVM does not incorporate the
support vector selection method, the resulting oetw
size is usually much larger than the original SVM
solve this problem, a pruning method can be used to
achieve sparseness in LS-SVM which reduces the
complexity of the network by eliminating as much
hidden neurons as possible.

LS-SVM solution follows directly from solving
a set of linear equations rather than from a convex
guadratic program. The pixel level color feature
extraction includes each pixel of an image is idiext as
belonging to a homogenous region correspondingnto a
object or part of an object. The problem of image
segmentation is regarded as a classification taskttee
goal of segmentation is to assign a label to imtlizi
pixel or a region. So, it is very important to extr the
effective pixel-level image feature. It includeslazo
space is selected and Compute the pixel level color
feature where discontinuity and standard deviato®
computed.

Then, Image pixel texture feature representation
is done where color space transformation is sedemnel

Gabor filter is applied and Local energy, localdieat
and second energy moment are extracted and computed

Pixal-
L5-SVM pixal
Lavel Inputto il s
Color& Entropy = Lo.ovg uIlas S:lﬂmm
Textur= Threshelding training Tl TN
faatures - el sagmantation)
sxtractio
. I
Ty Zzgmantstion
Fasults

Block diagram of LS-SVM technique using color and
texture features

The color image segmentation using automatic
pixel classification with LS-SVM can be computed §&]
follows:

1) Pixel-level color and texture features extraction:
Both pixel level as well as texture level features
are extracted and used as input of LS-SVM
model. Pixel level features can be extracted
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using HSV color space model while textures
features are represented by Gabor filter.

2) LS-SVM training sample selection: Above
model is trained by selecting the training
samples with Arimoto entropy thresholding..

3) LS-SVM model training.

4) LS-SVM pixel classification: Finally the color
image is segmented with the trained LS-SVM
model.

Frame Work For The Proposed Algorithm

We know that the image segmentation can be
taken as classification problems, which can be solve
using anyone of well-known classification techniques
Modified LS-SVMis one of the classification techniques
and good results of the modified LS-SVM technique i
pattern recognition have been obtained, so we banse
the modified LS-SVM for solving color image
segmentation problems. Also, it can be merged with
other technologies.

In the current work, we present a color image
segmentation using automatic pixel classificatiothwi
modified LS-SVM. Firstly, the pixel-level color feae
is extracted in consideration of human visual gefitsi
for color pattern variations, and the image pixédsture
feature is represented via Gabor filter. Both theslpi
level color feature and texture feature are usadms of
modified LS-SVM model (classifier). Then, the traigi
samples are selected by using the two-dimensionsd A
entropy thresholding, and the modified LS-SVM model
(classifier) is trained with the extracted pixeldév
features. Finally, the color image is segmentedh e
trained modified LS-SVM model (classifier).

Pixel-level color feature extraction

In this paper, each pixel of an image is
identified as belonging to a homogenous region
corresponding to an object or part of an objecte Th
problem of image segmentation is regarded as a
classification task, and the goal of segmentatiomois
assign a label to individual pixel or a region. fois
very important to extract the effective pixel-levelage
feature. In this paper, the local image winddws, vy is
firstly constructed using the Manhattan distanceh wit
radius 2. And then, we define the local human visual
sensitivity for color pattern variation as the pievel
color feature, which consists of two componentse Th
discontinuity and the standard deviation.
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Fig 3: The pixel-level color feature matrix for H,S
components of color image (a) the pixel-level coldeature
matrix for H component, (b) the pixel-level color £ature
matrix for S components

Step 1: Compute the discontinuity

The discontinuity @ y is a measure of abrupt
changes in color levels of pixel componeﬁ;y P(k=H,
S), that is, the discontinuity is described by dédge
value, and could be obtained by applying edge tatec
to the corresponding region. There are many differe
edge operators: Sobel, Canny, Derish, Laplace, sand
forth, but their functions and performances are thet
same. In spite of all the efforts, none of the sHEY
operators are fully satisfactory in real world ase
Applying different operators to a noisy image shake,
the second derivative operators exhibit better
performance than classical operators, but requioeem
computations because the image is first smoothdu awit
Gaussian function and then the gradient is computed
Since it is not necessary to find the accurate imesitof
the edges, and due to its simplicity, the Sobelratpe
for calculating the discontinuity and the magnituwdé¢he
gradient at location (x, y) are used for their nuneament.
Step 2: Compute the standard deviation

By assuming, that the signals are ergodic, the
standard deviation*y , describes the contrast within a
local image window, and is calculated for a pixel
component I , (k=H, S).
Step 3: Compute the pixel-level color feature

In this paper, we define the local homogeneity
of image pixel as the pixel-level color feature.
Homogeneity is largely related to the local infotima
extracted from an image and reflects how uniform a
region is. It plays an important role in image
segmentation since the result of image segmentation
would be several homogeneous regions. We definé loca
homogeneity as a composition of two components:
standard deviation and discontinuity of color comgmat.

Image pixel's texture feature representation

Texture is one common feature used in image
segmentation. It is often used in conjunction withor
information to achieve better segmentation resthis
possible with just color alone. To obtain the image
pixel's texture feature, we apply the Gabor filterthe
image, and extract the local energy, local gradamd
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local second moment of the filter responses, whieh a
regard as the pixel texture features.
The main steps of image pixel's texture feature
extracting procedure developed can be described as
follows.
Step 1: Color space transformation

For texture feature extraction purposes, we use
the CIE L*a*b* representation of the color image
because this color space can control color anasitie
information independently. In this paper, the testu
feature is extracted from the L* component, this is
because that the L* component closely matches human
perception of lightness.
Step 2: Applying the Gabor filter to the L* component
We use Gabor filter decomposition of L* component
with 6 orientation and 2 scale sub bands, for most
researches have used 4 to 6 orientation sub bands t
approximate the orientation selectivity of the huma
visual system. Since the images are fairly smak, w
found that a 2 level decomposition is adequate. @ut
those we use only the 6 orientation and 2 scalddan
Step 3: Local energy extraction

Let Gy, (X, y) represent the Gabor sub band
coefficient at location (x, y) that correspondstihe m
(m=1.0, 2.0) scale and n (n =0 , 30, 60, 90, 120,
150) orientation. The local energy,Eis defined as the
maximum (in absolute value) of the 12 coefficieats
location (x, y), which is one pixel texture featua¢
location (X, ).
Step 4: Local gradient extraction

The gradient is an important measure of image
features. The gradient is a vector, whose compsnent
measure how rapid pixel value are changing with
distance in the x and y direction. The gradientigalill
be small when the domain is smooth and large when t
pixel is in edge regions. In this paper, we usg {to
denote the maximum of the 12 gradient magnitudes at
location (X, y), which is another pixel texture tig@ at
location (X, y)
Step 5: Local second moment matrix extraction

To characterize the texture patterns, we also
utilize texture features based on the second moment
matrix , which has been used in numerous works on
image processing. The second moment matrix can be
thought of as a covariance matrix of a two-dimenaio
random variable, or, with a mechanical analogythes
moment of inertia of a mass distribution in thenglalts
eigen-values represent the amount of “energy”ttie
two principle directions in a neighborhood. Whereon
Eigen value is larger than the other, the local
neighborhood possesses a dominant orientation and ¢
be characterized as 1D texture. When the Eigenesalu
are comparable, there is no preferred orientatl@hen
both Eigen values are negligible in magnitude, [doal
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neighborhood is approximately a constant intenaitg
can be characterized as low contrast.

Modified LS-SVM based segmentation using low level
features:

Modified LS-SVM based segmentation using color and
texture features proposed a methodology which is
explained below:

General methodology of our work is as under:

AUTO
Enhanced Pj};‘ﬂ'le";l || ENTROPY

: 2 coler an -
imageusing  |— thresholding on
Gabor filter Ty e the basizof

extraction
ﬂ gray vales

Original image ﬂ
Modified L3-
SVM training
model

Il

Modified LS-8VM pixel
classification{Image
segmentation)

l

Segmentationresults
Flowchart of Proposed Algorithm

Proposed Algorithm Steps

Sep |: Browse the original image.

Sep II: Enhance image using Gabor filter.

Sep I1: Applying segmentation process using modified
LS-SVM.

(a) Extraction of low-level features (color & terd).

(b) Both features are used as input in modifiedI\8v
training model.

(c) Training samples are selected using auto ewtrop
thresholding.

(d) Finally, the color image is segmented with titzéned
modified LS-SVM pixel classification model.

Quality metrics
When  modified LS-SVM pixel classification
segmentation results are computed, these are cethpar
with performance matrices of both earlier and miedif
LS-SVM. These matrices are:
a) ER: The segmentation Error Rate Average Normal
Precision (ER) presents the ratio of misclassifradge
pixels over the total image pixels.
Error rate can be defined as: EREN N ,\ N,
*100%
Where N; is the number of false-detection image pixels,
N ., denotes the number of miss-detection image pixels,
and N is total number of images pixels.
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b) LCI: The Local Consistency Index (LCI) measures
the degree of overlap of the cluster associatel gaich
pixel in one segmentation and its ‘“closest”
approximation in the other segmentation.

Let S and S’ be two segmentations of an image X;=x

2 ... Xp) consisting of N pixels. For a given pixel x
consider the classes (segments) that contain 8 and

S. C(S, ¥ and C(S, ¥ denote the sets of pixels
respectively. Then, the local refinement error (LRE)
defined at pointpas:

LRE(S, S, X) = |C(S, Y \ C(S, xD)| V|[(C(S, |

where \ denotes the set differencing operator.

Local Consistency Error (LCE) allows for different
directions of refinement in different parts of theage:
LCE(S, S’) = 1\ N min {LRE (S, S',i LRE(S’, S, xi)}
and LCI =1 - LCE.

c) BCI: The Bidirectional Consistency Index (BCI) gives
a measure that penalizes dissimilarity between
segmentations in proportion to the degree of operla
Consider a set of available ground-truth segmenntati
{Si, S ... &} of an image. The Bidirectional
Consistency Error (BCE) measure matches the segment
for each pixel in a test segmentation & to the
minimally overlapping segment containing that pikel
any of the ground-truth segmentations and BCIl = 1-
BCE.

Results and Comparison of Performance

This section shows the results of different
techniques and compares the quality of segmented
images. Overall, the proposed color image segmientat
scheme reached competitive results as it givesivela
good results in terms of some segmentation indices
natural images, and the best subjective segmentatio
quality for most natural images compared to soratest
of the art segmentation algorithms. The main
contribution of the proposed scheme are using novel
pixel-level color and texture features, introducitite
Auto entropy thresholding for initialization andhitning
sample selection, and replacing LS-SVM with modifie
LS-SVM for better classification efficiency. Follawg
are the results (snapshots of results) of modifi€d
SVM algorithm for the proposed technique with its
performance matrices.
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Tablel. Comparative results of various medical imags
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Fig 5.1 (a) CT image of brain by earlier LS-SVM
segmentation (b) Proposed LS-SVM segmentation
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Image Segmentation using LSSVM Technique
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700—200—300— 40— 500

"SELECT PROCEDURE 300400 500
Proposed

Image Segmentation using LSSVM Technique
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500 el e
e
[
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CsersheloDorumertsATLABLSMging 53 nrowse
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Lcl 0098417
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Fig 5.2 (a) Lung image segmentation by earlier LS\AV
(b) Proposed LS-SVM
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Earlier LS-SVM Proposed LS-
S. | Medica | segmentation SVM
N | Itest segmentation
O. | image
name ER | LCI |BCI |ER L|C :SC
1. |CT 10. | 0.09 | 049 | 157 | 0.6 | 0.8
image | 078 | 9217 | 300 | 89 333 | 677
of brain | 9 3 6
2. | Lung 10. | 0.09 | 0.86 | 1.17 | 0.8 | 0.7
image | 058 | 9417 | 877 | 19 533 | 952
6 3
3. | Ultraso | 10. | 0.09 | 0.49 | 3.07 | 0.3 | 0.4
und 153 | 8485 | 773 | 69 25 | 475
image |8
4. | Hand 10. | 0.09 | 0.49 | 2.29 |04 | 1.2
image | 114 | 8888 | 577 | 01 366 | 27
5 7
5. | Medical | 10. | 0.09 | 0.49 | 2.36 |04 | 1.1
image | 118 | 8833|595 | 22 233 | 59
1 3
rilmlgv&gmemwimDRM ==

Image Segmentation using LSSVM Technique

Original Enhanced Segmented

— SELECT PROCEDURE:

BCI 049773
—
Lcl 0.098435

ER 1015%
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Fig 5.3 (a) Ultrasound image by earlier LS-SVM
segmentation (b) Proposed LS-SVM segmentation
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Image Segmentation using LSSVM Technique
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Fig 5.4(a) Hand medical image by earlier LS-SVM
segmentation (b) Proposed LS-SVM segmentation

Above Tablel is the Comparison table of ER, LCI,IBC
achieved on the earlier & modified LS-SVM

segmentation.

It is clearly shown that error rate value of vagou

medical images become high to low while LCI and BCI
values are low to high. It means the proposed ngetho
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gives much more better results than earlier. Iregses
the error rate and improves the LCI and BCI.

Conclusion

In this paper, we discuss and preskrite
modified LS-SVM approach which is a powerful method
for image segmentation. In this research, a vempk
and accurate image segmentation system has been
implemented for the grey scale images based upon
thresholding segmentation using modified LS-SVM
approach.

The first objective of this paper was to propose
an algorithm which is simple and effective for ireag
segmentation based upon thresholding. This apprizach
accurate, simple as well as recent one.

The second objective of the paper was to
compare the proposed method with existing staterbf-
techniques. In this paper, work result of LS-SVM is
compared with modified LS-SVM. ER, LCI and BCI
performance matrices have been used for calculating
results to compare quantitatively these techniques.
Experimental results show that proposed method
performs well than the earlier LS-SVM in terms of
quality as well as limitation of over segmentatidine
proposed method increases the quality significantly
while preserving the important details or featurekis
also gives the better results in terms of visualligy
For future work, the other stages of LS-SVM may be
improved to find out the better results. This tembgy
can be tried to merge with a new method DRM (dymami
region merging) to access the user for interactive
segmentation. Other performance metrics can be tased
judge the performance of this algorithm. And furthe
improvements can also be done in the algorithm to
improve the quality as well as it can be comparéith w
different recent techniques. This method will beyve
useful for segmentation as well as for efficierttiexal
purposes.
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